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INS: Instance Search ActEV: Activity in Extended Video

Method Method

A. Person Retrieval A. Proposal generation
(1)Detect faces in each frame by RetinaFace[1]. (1)Detect humans and cars by Faster R-CNN.
(2)Extract the facial feature by ArcFace[2]. (2)Generate a tracking trail by deep SORT[4].
(3)Calculate the similarity score.
B. Action Retrieval B. Activity Classification
(1)Extract features by 3D ResNet-101.
—— (2)Temporal localization by bi-directional LSTM.
Some action classes, such as “crying”, can be identified only by
recognizing facial expressions by the method in [3]. C. Post-processing
(2) Human-Object interaction retrieval. We employ a spatially-temporal NMS to avoid overlapping
candidates.
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(1) Emotion-related action retrieval.

Some of the action classes are related to human-object

interaction, such as “holding phone” The interaction score is the
ratio of the number of object around a human counts to the
number of frames. We used EfficientDet, which was pre-trained in
MS-COCO.
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(3) General action retrieval.

« class: “person_talking”
+ time: 00:05~01:12
« bbox: (x1,y1, x2,y2)

Other general classes are recognized by SlowFast. We fine-tune
the SlowFast pre-trained by Kinetics-600 with INS data.
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We find that our method is less accurate than other methods
o -> This may due to the fact that our method is hardly able to
detect action classes with little training data.

-> Another reason could be the poor recognition of action

classes where person and vehicles interact with each other.
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Fig3. ActEV evaluation results.
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